using isotopically chiral (§)- and (R)-2 eight
and six times, respectively (table S1, entries 25
to 32 and 33 to 38). The results show the same
stereochemical correlations without any excep-
tion (23).

Finally, in series C of Table 1, (S)- and (R)-
phenyl-l,2,3,4,5,6~l"C,,-phenylmcthanol 3 were
used as chiral initiators of asymmetric autocatal-
ysis. When (5)-3 was used as the chiral trigger,
enantioselective addition of i-Pr,Zn to pyrimidine-
5-carbaldehyde 4 afforded (S)-pyrimidyl alkanol
5 with 95% ee in 96% yield (entry 25). In con-
trast, the reaction in the presence of (R)-3 gave
(R)-alkanol 5 with 92% ee (entry 26). These cor-
relations between the "*C isotope chirality and
the configuration of the produced alkanol 5 also
showed strong reproducibility, with (5)- and (R)-3
inducing the production of (§)- and (R)-5, re-
spectively (Table 1, entries 27 to 32, and table S1,
entries 39 to 46) (23).

In these enantioselective reactions, the initial
formation of the zinc alkoxide of the isotopically
chiral alcohol tips the enantiomeric balance of
the initial /-Pr,Zn addition to aldehyde 4; thus, a
small enantiomeric excess of the zinc alkoxide of
5 is induced. After this step, the subsequent auto-
catalytic amplification of the small enantiomeric
excess causes the zinc alkoxide of 5 to accumu-
late at enhanced ee, with an absolute configura-
tion tied to that of the "*C-labeled chiral alcohol
(1, 2, or 3) used to trigger the process. Thus, the
extremely small chiral effect generated by the
substitution of the carbon isotope must be re-
sponsible, not for the amplification of the enan-
tiomeric excess in the asymmetric autocatalysis,
but for the enantioselection observed, that is, for
the enantiomer produced in excess in the forma-
tion of the initial zinc alkoxide intermediate and
therefore in the final production of 5.

Only minute energy differences can be asso-
ciated with the isotopically substituted enantiomer
of 1, 2, or 3 in causing the tiny enantiomeric ex-
cess of the alkoxide that triggers the asymmetric
autocatalysis arising from the dialkylzinc addi-
tion to 4 (Fig. 2). It has been recognized that such
minute energy differences are not interpretable
with the tools available to structural theory (15, 31).
In the initial reaction stage, the minute energy
differences have a tiny effect, which is then
cooperatively amplified to the final large enantio-
meric excess. It is therefore impossible to disclose a
structural reason for the difference in frequency of
these initial enantiotopic face selectivities. The
“cooperation-amplification” effect, which has been
discussed regarding the structural effect of hy-
drogen deuterium chiral substitution in a helical
polymer (15), finds reactive analogy in this auto-
catalytic system. The product handedness is en-
tirely predictable, but the absolute value of the ee
varies from run to run. This observation indicates
a stochastic influence in the initiation phase bi-
ased by the chiral additive. The locally induced
enantiomeric excess of zinc alkoxide is then am-
plified by the normal asymmetric autocatalytic
process (32).
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The neglected carbon isotopic chirality of many
organic compounds on Earth—a characteristic
that has largely eluded discrimination using con-
temporary methods—can thus be discriminated
by asymmetric autocatalysis, which is a highly
sensitive reaction for recognizing and amplify-
ing the extremely small chiral influence be-
tween '*C and "*C. The method described above
may expand the scope of research on carbon iso-
tope chirality in organic molecules in nature (33).
Natural enantiomeric excesses in this class of
carbon isotopically chiral compounds may be
very low, however. The possible role in asym-
metric autocatalytic reactions of such compounds
with low ee remains to be clarified.
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A Global View of the
Lithosphere-Asthenosphere Boundary

Catherine A. Rychert* and Peter M. Shearer

The lithosphere-asthenosphere boundary divides the rigid lid from the weaker mantle

and is fundamental in plate tectonics. However, its depth and defining mechanism are not

well known. We analyzed 15 years of global seismic data using P-to-S (Ps) converted phases and
imaged an interface that correlates with tectonic environment, varying from 95 + 4 kilometers
beneath Precambrian shields and platforms to 81 + 2 kilometers beneath tectonically altered
regions and 70 + 4 kilometers at oceanic island stations. High-frequency Ps observations
require a sharp discontinuity; therefore, this interface likely represents a boundary in
composition, melting, or anisotropy, not temperature alone. It likely represents the
lithosphere-asthenosphere boundary under oceans and tectonically altered regions, but

it may constitute another boundary in cratonic regions where the lithosphere-asthenosphere

boundary is thought to be much deeper.

apping the depth and character of the  to be a challenge. Global surface-wave studies
Mlimosphcm-asﬁlcnosphcm boundary with  (/—4) image rigid lithospheres that increase in
thickness from oceans to continents at broad

existing seismic methods has proven

495



4

l REPORTS

496

wavelengths (~1000 km). However, both the
absolute depth and the nature of the boundary
are debated. Lateral variations in depth likely
occur at finer scales, as seen in regional results
le.g., (3, 6)]. Similarly, the depth resolution of
most surface- and body-wave tomography
studies is limited to >40 km, which is insuffi-
cient to determine the mechanism that defines
the boundary. Finally, imaging of the boundary
globally at higher resolution with regional and
global stacks of body waves has not been pos-
sible (7). This could be because the boundary
is not sharp enough to be detected at high fre-
quencies, or because of small-scale variations
in its depth and/or character. A growing num-
ber of regional observations of sharp velocity
decreases with depth (P-to-S and S-to-P conver-
sions; multibounce S waves) suggest the latter
explanation in a variety of tectonic environments,
such as beneath oceans (8), in hotspot regions
(9, 10), and in continental regions with thin lith-
osphere (<110 km) (//-13). Beneath continental
interiors, boundaries interpreted to be the base
of the lid have been imaged using converted,
reflected, or refracted phases; in many cases
these dip to greater depths (>200 km) toward
the continental interior [e.g., (/4)], although the
sharpness of the associated velocity gradient in
these locations has not been determined and
results beneath cratonic interiors can be rela-
tively complex [e.g., (15, 16)]. Overall, sharp
discontinuities associated with the tomographi-
cally defined lithosphere-asthenosphere bounda-
ry are detected in noncratonic regions, but they
are not usually imaged beneath thick conti-
nental interiors. Therefore, although it is often
assumed that the character of the boundary may
vary, it has remained a puzzle as to why such a
fundamental boundary would be so variable in
its nature.

Here, we used Ps imaging to resolve the
shear-wave velocity structure beneath individual
seismic stations. We considered data in the IRIS
(Incorporated Research Institutions for Seismol-
ogy) FARM data set from 1990 to 2004 at sin-
gle stations. We rotated the recorded wave field
into its predicted P and § components before
simultaneously deconvolving and migrating to
depth (/7) assuming a reference one-dimensional
velocity model (IASP91). Our results are affected
to some extent by crustal thicknesses and ratios
of P-wave to S-wave velocity (Vp/Vs) that do
not match TASP91, but reasonable variations
in crustal parameters would change our results
by <5 km in extreme cases and by <2.5 km
generally (/&). The same is the case for mantle
Vp/ Vs variations (/7).

Of 745 stations, we focused on 334 with
large quantities (>50 events) of high-quality

Institute of Geophysics and Planetary Physics, Scripps Insti-
tution of Oceanography, University of California, San Diego,
9500 Gilman Drive, WC 0225, La Jolla, CA 92093, USA.
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(signal-to-noise ratio >5) data. This amount of
data is required to attain high-resolution imaging
(i.c., clear signals owing to data stacking rather
than low-pass filtering). We eliminated addi-
tional locations where deconvolved signals are
characterized by ringing caused by noise and/or
shallow discontinuities, and selected 169 stations
that have relatively simple crustal structure—

that is, places where the Moho and its two first-
order reverberations may be easily identified.
This selection process was important for deter-
mining whether an observed phase is represent-
ative of discontinuity structure. An apparent
phase in our deconvolved waveforms represents
(i) the reverberation from a discontinuity at
shallow depths, (ii) a side lobe of a crustal phase,
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Fig. 1. Data examples for each tectonic region, after (19). Triangles on the map indicate station
locations. Tectonic regions: NOUC, oceanic; CHK, Phanerozoic orogenic zones and magmatic belts; FFC,
Phanerozoic platforms; LBTB, Precambrian shields and platforms. (A to D) Data binned by epicentral
distance, with positive amplitude plotted in red and negative amplitude in blue. (E to H) All data from a
given station deconvolved in a single bin (blue lines). Thin gray lines indicate 2c error determined by
bootstrap testing. Red arrows indicate crustal phases. Blue arrows indicate the phase we assodate with

the lithosphere-asthenosphere boundary (LAB).
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or (iii) a direct conversion from a discontinuity at
that depth. To evaluate these possibilities, we
examined data binned by epicentral distance,
which enables easy detection of crustal reverber-
ations because they migrate to increasing depth
with respect to epicentral distance. Once crustal
phases were identified, we searched for other
phases that may be associated with disconti-
nuity structure. We also analyzed data stacked

from all distances along predicted Ps moveout
curves to enhance the visibility of the Ps phases
that we observed.

At all stations where crustal phases were rea-
sonably identifiable, we also found the pres-
ence of negative phases (i.e., phases opposite in
polarity to the Ps conversion from the velocity
increase at the Moho). These phases are not re-
verberations, because they do not migrate to in-

40 60

80

100

120

Depth [km]

Fig. 2. Global map of the depth to the lithosphere-asthenosphere boundary imaged using Ps. Color
indicates depth. Triangles show the 169 stations used in this study. Station color corresponds to tectonic
regionalization, after (19); tectonic regions are colored as follows: black, oceanic; red, Phanerozoic
orogenic zones and magmatic belts; cyan, Phanerozoic platforms; green, Precambrian shields and
platforms. Although in (19) oceanic environments are divided into three age groupings, a single oceanic
bin, encompassing all ages, is used here because sampling of this region is sparse.
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creasing depth with respect to epicentral distance.
In addition, the direct conversions and positive-
polarity reverberations that would be associated
with negative reverberation phases are not ap-
parent. Furthermore, inclusion of high frequen-
cies and consideration of epicentral distance and
single bin plots indicate that the phases are distinct
from surrounding phases and do not represent
side lobes. Therefore, the observed negative phases
likely represent direct conversions from sharp
velocity drops at associated depths.

Our total data set included 14 stations from
oceanic sites, 123 from Phanerozoic orogenic
zones and magmatic belts, 14 from Phanerozoic
platforms, and 18 from Precambrian shields and
platforms (79) (Fig. 1). We rated the clarity of
the waveforms and the certainty of identifying
the phase of interest at each station, assigning
ratings from | (most obvious) to 5 (most ambig-
uous) (/8). Restricting the analysis to only the
higher-quality ratings produced similar results
to those presented here, but with less complete
global coverage (fig. S2). At some stations,
multiple phases that may be associated with
discontinuities were observed (e.g., Fig. 1B). In
these cases it is assumed that the deeper phase is
the phase of interest and the shallower phase
represents intemal lithospheric structure, be-
cause it is unlikely that there is a velocity drop
with depth within the sublithospheric mantle.
Crustal reverberations can impede our ability
to detect discontinuities at depths of ~100 to
200 km, depending on the thickness of the
crust. We did not observe Ps phases related to
sharp negative discontinuities between 200 and
410 km. Strong discontinuities between 100 and
200 km depth cause some degree of interference
with reverberations, but this type of interference
pattern was not observed consistently, either
globally or beneath cratonic environments.

Depths to the discontinuity exhibited wide
variation among individual stations, but most
were between 60 and 110 km. We found a cor-
relation between the depth of the observed dis-
continuity and tectonic environment when the
results were plotted globally and results for lo-
cations in close proximity were simply averaged
(Fig. 2). The average depth to the discontinuity in
each of the tectonic environments increased
from ocean to craton: 70 £ 4 km (oceans), 81 +
2 km (Phanerozoic orogenic zones and magmatic
belts), 82 + 6 km (Phanerozoic platforms), and
95 + 4 km (Precambrian shields and platforms).
Averages of only the most reliable results (rat-
ings 1 to 3) were within the estimated errors of
the results that include all ratings (1 to 5). Our
sampling of the oceanic lithosphere consisted
entirely of ocean island stations and therefore
may not be representative of typical oceanic
lithosphere. The existence of multiple bounda-
ries, primarily beneath magmatic/orogenic zones
in our observations, could be the effect of non-
coincident dehydration and depletion bounda-
ries. A similar double boundary was imaged in
eastern North America (/2). We did not find a
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correlation between Moho depth and depth to
this discontinuity.

The tectonically averaged Ps depths are sim-
ilar to those of shear-wave velocity profiles from
a recent surface-wave study (2) (Fig. 3). The Ps
depths agree with the smooth decreases in surface-
wave velocity beneath our stations: 70 £+ 4 km
versus a gradual decease from 61 to 164 km in
oceanic environments, 81 + 2 km versus 55 to
147 km beneath Phanerozoic orogenic zones and
magmatic belts, 82 + 6 km versus 46 to 130 km
beneath Phanerozoic platforms, and 95 + 4 km
versus 51 to 152 km beneath Precambrian shields
and platforms (Fig. 3). The surface-wave ve-
locity drops in Fig. 3 are gradual, occurring over
~100 km, and a trend of increasing lithospheric
thickness from ocean to craton is not apparent.
However, surface waves average what is likely a
more complicated velocity structure and can be
relatively insensitive to the depth of the sharpest
velocity contrast (5), which is the parameter to
which Ps is sensitive. Our result is in agreement
with the trend of increasing lithospheric thick-
ness that is generally observed by global seismic
results (/-4), although muted in magnitude.

The velocity contrast estimated for the Ps sig-
nal (/8) is generally larger than the total drop in
S-wave velocity from surface-wave studies (Fig. 3).
The total Ps contrast decreases from 9 £ 1% be-
neath oceanic islands to 6 £ 0.3% beneath regions
that have been tectonically altered to 6 + 1% be-
neath both Phanerozoic and Precambrian plat-
forms and shields, versus 2 to 6%, 3 to 4%, and 2
to 5% for the surface waves, respectively. How-
ever, strong, sharp contrasts are frequently ob-
served on a regional scale. For instance, velocity
drops of 3 to 9.6% over depths of less than 11 km
at 60 to 110 km have been modeled beneath a
variety of tectonic environments including fault
zones, orogenic belts, passive continental mar-
gins, and oceanic plates (8, //-13, 20). Global
surface-wave results could be averaging a more
complex structure consisting of lateral variations
in the depth or character of this discontinuity,
sharp negative vertical boundaries that occur
within more gradual velocity increases with depth,
or combinations of any or all of these phenomena,

Boundaries imaged by Ps at high frequency
are sharp and cannot be explained by thermal
gradients alone (/1, 12); hence, they likely require
a mechanism such as composition, melting, or
anisotropy. Beneath continents, a boundary in de-
pletion can explain velocity contrasts up to ~1.5%
(21, 22) and a dehydration boundary may pro-
vide an additional ~4.5% (/8), readily explaining
the average Ps contrast (6%). Beneath oceans,
a dehydration boundary may contribute up to
5.7% (18), slightly less than our observed 9%.
However, the discrepancy could be caused by
our sparse and biased sampling in oceanic
regions (i.c., ocean islands only), a complex at-
tenuation structure that is averaged by the global
attenuation models (23) from which these num-
bers are derived, and/or the general low quality
of the Ps ocean station results. Alternatively, a

small amount of partial melting in the astheno-
sphere (24-26) could easily produce a strong,
sharp boundary (//) that is consistent with our
results, although maintaining this amount of
partial melting may be difficult because of melt
connectivity.

Overall, either melting or composition could
readily account for our observations, and beneath
oceans and magmatic/orogenic regions, a weak
asthenosphere at ~70 to 81 km depth seems rea-
sonable in the context of global and regional
seismic and geochemical evidence. However,
beneath cratonic interiors, a weak asthenosphere
from hydration or melting at ~95 km depth would
likely induce lithosphere-asthenosphere decoupling,
eliminating the possibility of a thermal bound-
ary layer that extends to greater depths beneath
continents. It is commonly accepted (27-29) that
such a boundary layer is required to explain seis-
mic evidence (/—4) that continental regions are
seismically faster than oceanic regions at ~150 to
200 km depth.

One explanation is that the majority of our
stations located on Precambrian shields and plat-
forms are not actually sampling cratonic interiors.
Many stations in the Precambrian shield/platform
environment are located close to the boundaries
between tectonic environments. A few stations
with high-quality results (ratings of 1 to 3) are
near the centers of cratons. However, in general
the exact locations of cratonic roots at depth are
somewhat ambiguous owing to the broad resolu-
tion of tomographic results. Altematively, the
discontinuities illuminated by this study beneath
continents may represent boundaries in seismic
anisotropy orientation or strength. Although a
boundary in frozen-in anisotropy would not nec-
essarily be associated with the lithosphere-
asthenosphere boundary, such a feature would
have implications for the formation and evolution
of the continents. A sharp change from stronger
to weaker radial anisotropy (i.e., transverse isot-
ropy, vertical symmetry axis) with depth would
produce a Ps phase with the correct polarity to
explain our observations. Indeed, recent surface-
wave results (2) indicate a decrease (~3%) in
radial anisotropy from the Moho to ~125 km
depth beneath Precambrian shields and plat-
forms; this constitutes strong evidence that the
observed boundary could be related to aniso-
tropic structure beneath cratons. The strength of
the anisotropy in this model alone is insuffi-
cient to explain our observed Ps amplitudes.
However, as noted above, surface waves likely
average more complicated structure.

An anisotropic explanation for our observa-
tions beneath oceans and magmatic/orogenic
zones is not as likely. First, decreases in radial
anisotropy with depth occur at deeper depths
(>125 km) beneath the remaining tectonic envi-
ronments in global surface-wave results (2). In
addition, although sharp variations in anisotropy
may be preserved in ancient structures in cratons,
another mechanism (such as hydration or melt)
would still be required to create sharp variations in

anisotropy beneath oceans and magmatic/orogenic
zones. This same logic holds for creating a sharp
boundary through variations in grain size (/).

A tectonically varying explanation for our
globally pervasive Ps observations is not com-
pletely satisfying. However, in the context of global
and regional tomography, this is the best expla-
nation at the present time. Our results beneath
oceans and Phanerozoic magmatic/orogenic zones
likely represent a discontinuity in hydration or
melting, and our results for shields and platforms
either represent sampling at the edges of cratonic
interiors or indicate that a sharp mid-lithospheric
discontinuity in anisotropy is a global feature of
cratonic roofts.
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